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Section 5.2.1 Girsanov’s Theorem for a Single Brownian Motion

In Theorem 1.6.1, we began with a probability space Ω,ℱ, ℙ and a nonnegative 

r.v Z satisfying 𝔼ℙ𝑍 = 1. We then defined a new probability measure ෩ℙ by the 

formula

Any random variable X now has two expectations, one under the original 

probability measure ℙ, which we denote 𝔼𝑋, and the other under the new 

probability measure ෩ℙ, which we denote ෩𝔼𝑋. These are related by the formula 
෩𝔼𝑋 = 𝔼[𝑋𝑍] (5.2.2).

If ℙ 𝑍 > 0 = 1, then ℙ and ෩ℙ are equivalent measure i.e.ℙ 𝐴 = 0 ⟺ ෩ℙ 𝐴 = 0

and (5.2.2) has the companion formula 𝔼𝑋 = ෩𝔼[
𝑋

𝑍
] (5.2.3)



We say Z is the Radon-Nikodym derivative of  ෩ℙ with respect to ℙ, and we write 

𝑍 =
𝑑෩ℙ

𝑑ℙ

Suppose further that Z is an almost surely positive random variable satisfying 

𝔼𝑍 = 1, and we define ෩ℙ by (5.2.1). We can then define the Radon-Nikodym

derivative process

Where {ℱ 𝑡 : 𝑡 ≥ 0} is some given filtration.

The Radon-Nikodym derivative process is a martingale because of iterated 

conditioning

𝑍 𝑡 = 𝔼 𝑍 ℱ 𝑡 , 0 ≤ 𝑡 ≤ 𝑇



Lemma 5.2.1. Let t satisfying 0 ≤ 𝑡 ≤ 𝑇 be given and let Y be an F(t)-measurable 

random variable. Then 
෩𝔼𝑌 = 𝔼 𝑌𝑍 𝑡 (5.2.8)

Proof:
෩𝔼𝑌 = 𝔼 𝑌𝑍 = 𝔼[ 𝔼 𝑌𝑍 𝐹 𝑡 ] = 𝔼 𝑌𝔼 𝑍 𝐹 𝑡 = 𝔼 𝑌𝑍 𝑡



Lemma 5.2.2. Let s and t satisfying 0 ≤ 𝑠 ≤ 𝑡 ≤ 𝑇 be given and let Y be an F(t)-

measurable random variable. Then 

෩𝔼 𝑌 𝐹 𝑠 =
1

𝑍(𝑠)
𝔼 𝑌𝑍 𝑡 |𝐹(𝑠) (5.2.9)

Vertify the two defining conditions of conditional expectation (Definition 2.3.1)

(i) 
1

𝑍(𝑠)
𝔼 𝑌𝑍 𝑡 |𝐹(𝑠) is F(s)-measurable

(ii) Now let 𝐴 ∈ 𝐹(𝑠), we want to show

න
𝐴

1

𝑍(𝑠)
𝔼 𝑌𝑍 𝑡 |𝐹(𝑠) 𝑑෩ℙ = න

𝐴

𝑌 𝑑෩ℙ = ෩𝔼[𝕀𝐴𝑌]



(ii) Now let 𝐴 ∈ 𝐹(𝑠), we want to show

න
𝐴

1

𝑍(𝑠)
𝔼 𝑌𝑍 𝑡 |𝐹(𝑠) 𝑑෩ℙ = න

𝐴

𝑌 𝑑෩ℙ = ෩𝔼 𝕀𝐴𝑌

෩𝔼 𝕀𝐴
1

𝑍 𝑠
𝔼 𝑌𝑍 𝑡 |𝐹(𝑠)

= ෩𝔼 𝔼 𝕀𝐴
1

𝑍 𝑠
𝑌𝑍 𝑡 |𝐹(𝑠) ,use lemma 5.2.1 (෩𝔼𝑌 = 𝔼 𝑌𝑍 𝑡 )

= 𝔼 𝑍 𝑠 𝔼 𝕀𝐴
1

𝑍 𝑠
𝑌𝑍 𝑡 |𝐹(𝑠) = 𝔼 𝔼 𝕀𝐴𝑌𝑍 𝑡 |𝐹(𝑠) = 𝔼 𝕀𝐴𝑌𝑍 𝑡

= ෩𝔼 𝕀𝐴𝑌 = න
𝐴

𝑌 𝑑෩ℙ

So,  
1

𝑍(𝑠)
𝔼 𝑌𝑍 𝑡 |𝐹(𝑠) = ෩𝔼 𝑌 𝐹 𝑠





(i)𝔼Z=1

Proof:



(ii) The process { ෩𝑊 𝑡 : 0 ≤ 𝑡 ≤ 𝑇} is a Brownian motion under ෩ℙ, 

where 𝑑෩ℙ = 𝑍𝑑ℙ = 𝑍 𝑇 𝑑ℙ

Proof:

(i) when 𝑡 = 0, ෩𝑊 0 = 0
(ii) ෩𝑊 𝑡 has continuous paths

(iii) 𝑑 ෩𝑊 𝑡 𝑑 ෩𝑊 𝑡 = (𝑑𝑊 𝑡 + Θ 𝑡 𝑑𝑡)2= 𝑑𝑊 𝑡 𝑑𝑊 𝑡 = 𝑑𝑡

➔only need to show that { ෩𝑊 𝑡 : 0 ≤ 𝑡 ≤ 𝑇} is martingale under ෩ℙ



{ ෩𝑊 𝑡 : 0 ≤ 𝑡 ≤ 𝑇} is martingale under ෩ℙ
Proof:

Showing that { ෩𝑊 𝑡 𝑍(𝑡): 0 ≤ 𝑡 ≤ 𝑇} is martingale under ℙ, then using Lemma 

5.2.2 to prove that { ෩𝑊 𝑡 : 0 ≤ 𝑡 ≤ 𝑇} is martingale under ෩ℙ

𝑑 ෩𝑊 𝑡 = 𝑑𝑊 𝑡 + Θ 𝑡 𝑑𝑡

➔ ෩𝑊 𝑡 𝑍(𝑡) is a martingale under ℙ



{ ෩𝑊 𝑡 : 0 ≤ 𝑡 ≤ 𝑇} is martingale under ෩ℙ
Proof:

Showing that { ෩𝑊 𝑡 𝑍(𝑡): 0 ≤ 𝑡 ≤ 𝑇} is martingale under ℙ, then using Lemma 

5.2.2 to prove that { ෩𝑊 𝑡 : 0 ≤ 𝑡 ≤ 𝑇} is martingale under ෩ℙ

➔ ෩𝑊 𝑡 is a martingale under ෩ℙ



Section 5.2.2 Stock Under the Risk-Neutral Measure 

Recall 4.4.8



Interest rate process {𝑅 𝑡 : 0 ≤ 𝑡 ≤ 𝑇} (𝑅 𝑡 is F 𝑡 -measurable)

Define the discount process {D 𝑡 : 0 ≤ 𝑡 ≤ 𝑇} 

D 𝑡 = 𝑒− 0׬
𝑡
𝑅 𝑠 𝑑𝑠 5.2.17

Let 𝐼 𝑡 = 0׬
𝑡
𝑅 𝑠 𝑑𝑠➔ 𝑑𝐼 𝑡 = 𝑅 𝑡 𝑑𝑡, 𝑑𝐼 𝑡 𝑑𝐼 𝑡 = 0

𝑓 𝑥 = 𝑒−𝑥 , 𝑓′ 𝑥 = −𝑒−𝑥 , 𝑓′′ 𝑥 = 𝑒−𝑥

Discounted price process {D 𝑡 𝑆(𝑡): 0 ≤ 𝑡 ≤ 𝑇} 



Discounted price process {D 𝑡 𝑆(𝑡): 0 ≤ 𝑡 ≤ 𝑇}

𝑑 𝐷 𝑡 𝑆 𝑡 = 𝐷 𝑡 𝑑𝑆 𝑡 + 𝑆 𝑡 𝑑𝐷 𝑡 + 𝑑𝑆 𝑡 𝑑𝐷(𝑡)

= 𝐷 𝑡 𝛼 𝑡 𝑆 𝑡 𝑑𝑡 + 𝐷 𝑡 𝜎 𝑡 𝑆 𝑡 𝑑𝑊 𝑡 + 𝑆 𝑡 −𝑅 𝑡 𝐷 𝑡 𝑑𝑡
= 𝛼 𝑡 − 𝑅 𝑡 𝐷 𝑡 𝑆 𝑡 𝑑𝑡 + 𝜎 𝑡 𝐷 𝑡 𝑆 𝑡 𝑑𝑊 𝑡

Let  𝜃 𝑡 =
𝛼 𝑡 −𝑅(𝑡)

𝜎(𝑡)
,rewriting the above, we got:

𝑑 𝐷 𝑡 𝑆 𝑡 = 𝜎 𝑡 𝜃 𝑡 𝐷 𝑡 𝑆 𝑡 𝑑𝑡 + 𝜎 𝑡 𝐷 𝑡 𝑆 𝑡 𝑑𝑊 𝑡

= 𝜎 𝑡 𝐷 𝑡 𝑆 𝑡 [𝜃 𝑡 𝑑𝑡 + 𝑑𝑊 𝑡 ] = 𝜎 𝑡 𝐷 𝑡 𝑆 𝑡 𝑑 ෩𝑊 𝑡

0

𝑑 ෩𝑊 𝑡 = 𝑑𝑊 𝑡 + Θ 𝑡 𝑑𝑡



Now change our measure from ℙ to ෩ℙ
➔{𝐷 𝑡 𝑆 𝑡 : 0 ≤ 𝑡 ≤ 𝑇 } becomes a martingale under ෩ℙ

𝑑 𝐷 𝑡 𝑆 𝑡 = 𝜎 𝑡 𝐷 𝑡 𝑆 𝑡 𝑑 ෩𝑊 𝑡

𝐷 𝑡 𝑆 𝑡 = 𝐷 0 𝑆 0 + න
0

𝑡

𝜎 𝑡 𝐷 𝑡 𝑆 𝑡 𝑑 ෩𝑊 𝑡

by Girsanov’s theorem, ෩𝑊 𝑡 is a Brownian motion under ෩ℙ

price process 𝑆 𝑡 in terms of ෩𝑊 𝑡
𝑑𝑆 𝑡 = 𝛼 𝑡 𝑆 𝑡 𝑑𝑡 + 𝜎 𝑡 𝑆 𝑡 𝑑𝑊 𝑡 ; 𝑑 ෩𝑊 𝑡 = 𝑑𝑊 𝑡 + Θ 𝑡 𝑑𝑡

= 𝛼 𝑡 𝑆 𝑡 𝑑𝑡 + 𝜎 𝑡 𝑆 𝑡 [𝑑 ෩𝑊 𝑡 − Θ 𝑡 𝑑𝑡]
= [𝛼 𝑡 − 𝜎 𝑡 Θ 𝑡 ]𝑆 𝑡 𝑑𝑡 + 𝜎 𝑡 𝑆 𝑡 𝑑 ෩𝑊 𝑡
= 𝑅 𝑡 𝑆 𝑡 𝑑𝑡 + 𝜎 𝑡 𝑆 𝑡 𝑑 ෩𝑊 𝑡

𝜃 𝑡 =
𝛼 𝑡 −𝑅(𝑡)

𝜎(𝑡)


