Stochastic Calculus for Finance Il Continuous-Time Models

Chapter 3 Exercise
£ % 2007.9.5

Exercise 3.3 (Normal kurtosis). The kurtosis of a random variable is de-
fined to be the ratio of its fourth central moment to the square of its variance.
For a normal random variable, the kurtosis is 3. This fact was used to obtain
(3.4.7). This exercise verifies this fact.

Let X be a normal random variable with mean y, so that X — u has
mean zero. Let the variance of X, which is also the variance of X — u, be
o2. In (3.2.13), we computed the moment-generating function of X — u to be
o(u) = Ee*(X-1) = e%“a"’, where u is a real variable. Differentiating this
function with respect to u, we obtain

o'(u) =E [(X = n)e“(x"“)] = og“uei” ™

and, in particular, ¢©’(0) = E(X — u) = 0. Differentiating again, we obtain

2

(’9n(“) —E [(Y ==t #)Zeu(/\’—u)] = (0,2 s 0'41.’.2) e%gﬂp
and, in particular, ¢”(0) = E [(X — w)?] = o2. Differentiate two more times
and obtain the normal kurtosis formula E [(X — ,u)“] =30

AnS.

1 50
@"(u) =E[(X — 1)°e"* ] = (3c*u+cu®)e?
1 50

1 2,2 1
@"'(U) = E[(X — )" e"* ] = (30" +3c°u?)e?”  +c2U(3c’U+o°u’)e?
¢mr(o) — E[(X _lu)4eO(X—,u)] — E[(X —,U)4] — 30_4



Exercise 3.6 Let W (t) be a Brownian motion and letF(t),t >0, be an
associated filtration.

(i) For i € R, consider the Brownian motion with drift p:
X(t) = pt + W(t).

Show that for any Borel-measurable function f(y), and for any 0 < s < ¢,
the function

(y —z — p(t — 8))? } dy

1 o0
)= V27 (t — 3) /_m f(y)exp{— 2t — s)

satisfies E[f(X (t))|F(s)] = g ‘((s)) and hence X has the Markov prop-
erty. We may rewrite g(z) as g(z fﬁ fly)p

(r,z,y)dy, where r =t —s
and

1 -z — ur)?
p(T,.’I,"yJ:: \/ﬁexp{_(_y__.g_r__f_)_}

is the transition density for Brownian motion with drift u.
(ii) For v € R and o > 0, consider the geometric Brownian motion

S{f) . S(U)eall'(rj-{»vt_
Set 7=t — s and

(ridH) 1 (log L _ ur)2
T &) = exp{ —~—=——ZL_ %
5 o oyV2nT ¥ 2027

Show that for any Borel-measurable function f(y) and for any 0 < s < ¢
the function g(z) = fo (y)p(7,z,y) dy satisfies IE[ (S(f})lf(s]] =

9(S(s)) and hence S has the Markov property and p(7, z,y) is its transi-
tion density.

Ans.

(i)

E[f (X)) [ F]=E[f(ut+W ()| K]

= E[f (u(t—s)+W () -W(s) + X(s)) | K]
p(t—s)+W(t)-W(s) ~ N(u(t—s),t—s)

Lety = u(t—s)+W(t)-W(s)+ X(s)

y—X(s) ~ N(u(t—s),t—s)

SELFOXO)IRI= [ f(y)p(r=t—s,X(s), y)dy

_ 1 (y = X(8)— p(t-s))’

= T(t_s)j FO)expl—=
=g(X(s))

.. X has the Markov property.



(i)
|og(%) = (W (t) =W (8)) + V(t —s),W (t) ~W (s) ~ N(0,t —5)

S(t)
S(s)

- log( )~ N(vr,o7),7=t-5

Lety =S(t),z= Iog(%) = Iog(Sz/S)) ~N(vz,7),dz = %dy

~E[FSO)RI=[ f(y)p(.S6), y)%dy

y 2
(lOQ(S(S)) —Vvr)

o 1
= f(y)exp{-

j_way — f(ep =
.. S has the Markov property.

Hy =g(S(s)) where z=t-s



FF]?'&
Exercisel.
Let ¢ > 0 be a constant. Prove that

(1) Xt .= W4 . — W is a Brownian motion.
(2) X = fl_l\'r,_w{ IS a Brownian motion.

Ans.

@

1.Xy =W, -W, =0

2'xt+s - xt = (\Nt+s+c _Wc) - (Wt+c _Wc) :Wt+s+c _Wt+c ~N (O' S)
3Vt <t, <t <t,
X, =X, =W, =W, ., X, =X, =W, . -W,

t4c U Vtg+c! t+c

wt+c<t,+c<t+c<t,+cW, isaB.M

'.'Wt4+c _Wt3+c J-Wt2+c _Wt1+c => Xt4 - Xt3 1 th - th
By 1.2.3 and definition 3.3.1, X, isa B.M.
(2)
1 1
1. XO :EWCZ-O :EWO :0
1

2'Xt+s - Xt = E(WCZ(I+S) _WCZI)

2 Wea,g ~Wea) = N(O,C°(t+5) —C*(1)) = N(0,¢%s) .. X
3.Vt <t, <t, <t,

— X, ~N(0,5)

t+s

1 1
Xt4 - Xta :E(WCZI,; _Wcztg)’ th B th :E(WCZIZ _Wcztl)

o ¢t <c’t, <ct, <c’t,,W, isaB.M
(\cht4 _Wczt3) L (\cht2 _Wcztl)
VX, yeR,P(X, - X, <x X, =X, <y)= P(% (\cht4 _Wczts) < x;%(\NCztz _Wcztl) <vy)
= P((\Nc2t4 _Wcztg) <cX; (\Nc2t2 _Wcztl) <cy)
= P((\cht4 _Wc2t3) < CX)F)((\cht2 _Wcztl) < Cy) (\cht4 _Wc2t3) L (\chtz _Wcztl)
1 1
=P(= (\cht _Wczt )< X)P(= (\cht _Wczt )<Y)
C 4 3 C 2 1
= P(Xt4 - X, < x)P(Xtz - X, < y)
SXy =X, LX =X
By 1.2.3 and definition 3.3.1, X, is a B.M.



Exercise2.

Check whether the following
processes are maringales.

(1)X; = W; + 4t.

(2) Xy = W2

(3) Xt = W2 — 3tW;.
Ans.
(2)

E[X,|F]=E[W, +4t|FK].t>s

=E[W, -W,)+4(t—s)+ X, | F,]

(W, —W,) and (t —s) are independent of F,

= E[(W, —W,)]+4(t - 5) + X,

=4(t-s)+ X, > X,

. X, 1s not a martingale.

(2)

E[X, | F.]1=E[W, + (W, -W,))* | F,].,t>s

= E[W?, +2W, (W, —W,) + (W, -W,)? | F.]

(W, —=W,)? and (W, —W.,) are independent of F,

= X, + 2W.E[W, —W_ ]+ E[(W, —W,)?]

(- (W, =W,) ~ N(0,t —s) .. E[(W, —W,)*] = var[(W, -W,)] =t —5s)
=(t+s)+ X, > X,

. X, is not a martingale.

(3)

E[X, | F.]= B[((W, =W,) +W,)* = 3(t —s + s)((W, -W,) +W,) | F,],t > s
LetA=W,-W,),z=t-s

E[X, | F,]1=E[A’ +3AW, +3AW,*) —3r A—37W, —3sA+W.° —3sW, | K]
-+ 7, A%, A” and A are independent of F,

= E[A®]+3E[A*W, + 3E[A]W,* =7 —s) - 37W, + X, = X,

- X, 1s a martingale.

1, 2
Zu?(t-s
2 (t-s)

Hint: A~ N(0,t —s),4(u) = E[e"" ] =e ,¢"(0)=E[A’]=0



